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How to achieve channel capacity        ?
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I. Formulation
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Channel Coding: Adding redundancy into message can correct errors introduced by the channel
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I. Formulation

Shannon’s Channel Coding Theorem
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Proof Pivot:

Jointly Typical Sequences (JTS)

Proof Pivot:

Fano’s Inequality

k)

𝑃𝑒 = 𝑃 ෝ𝑚𝑘 ≠ 𝑚𝑘 𝒴𝑛)
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I. Formulation - Assumption

Assumption (i): (binary) random code (codebook) 
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⋮                ⋯                                ⋮ ⋮                          ⋯ 

Encoding function    generates codebook     , s.t.
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I. Formulation - Assumptions

Assumption (ii): Both sides know the channel
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Assumption (iii):                             are uniformly chosen for transmission

Assumption (iv): The channel is discrete memoryless
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I. Assumptions - Proof
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I. Assumptions - Proof
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JTS property ①: If             and       are drawn  i.i.d, s.t.

When              , 

ensured by Assumptions (i) (iv)

JTS property ②: If             and       are independent, i.e.,
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I. Assumptions - Proof

code construction symmetry

𝑃𝑒 ℂ - Error probability of code ℂ
𝑃𝑒,𝑤(ℂ) – Error probability of codeword xn(w)
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I. Assumptions - Proof

IF input distribution is ideal, s.t. Assumption (i) 

Ew
:

Properties ①② of JTS

2-n(I(X;Y) - r - 3ϵ)2−𝑛(𝐼 𝑋;𝑌 − 𝑟 −3𝜖)

IF r < C & 𝑛 → ∞

Pe = Pe,1 = 2ϵ
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I. Proof - Application

Disparity between Assumptions and Practice.

large codeword length    

random coding

ideal input distribution

Turbo codes

LDPC codes

Polar codes
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I. Assumptions - Proof

Assumption (iii) 

Data Processing Inequality

Assumptions (i) (iv)

Fano’s Inequality

, or 𝑟 ≤ 𝐶 +
1

𝑛
+ 𝑃𝑒 ∙ 𝑟

IF Pe → 0 & 𝑛 → ∞ 

𝑟 ≤ 𝐶

log22
nr
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II. The Art of Channel Coding
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Random coding is Good for proof, but Bad for Practice

The art of channel coding arises as we refrain    from randomness
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II. The Art of Channel Coding

In light of linear block codes,

If      is a semi-definite and tridiagonal matrix, the code becomes a convolutional code

a basis of     linearly independent codewords
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II. The Art of Channel Coding

The number of correctable errors:

Singleton bound: 𝑑Ham ℂ ≤ 𝑛 − 𝑘 + 1
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II. The Art of Channel Coding

Majority voting realizes maximum likelihood (ML) decoding
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II. The Art of Channel Coding

Symmetric Code for Poetry
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II. The Art of Channel Coding

(dual codes)

(a basis of                 linearly 

independent dual codewords)

, ∀ 𝑤}
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II. The Art of Channel Coding

(dual codes) are orthogonal
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II. The Art of Channel Coding

Art in f                                                      Art in f -1
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